
1 

 

University of Cologne  

Faculty of Management, Economics and Social Sciences 

Information Systems Area 

 

Advanced Seminar on Information Systems and Digital Technology 
 

Term: Summer 2019 

 

Chair for Information Systems and Systems Development (Prof. Dr. Recker) 

 

Contact information:  

Dr. Karl Werder (werder@wiso.uni-koeln.de)  

 

Artificial Intelligence and Human Stupidity 

 

Today’s abundance of data in conjunction with technological progress in machine learning 

and artificial intelligence (AI) has led to an entirely new data labelling industry (Murgia, 

2019). Data labelling refers to the process of marking data with a specific code. These codes 

are used to train algorithms to correctly predict the code or label based on other input data. 

Market research companies expect the market for third-party data labeling solutions to 

increase from 150 million USD in 2018 toward 1 billion USD by 2023 (Cognilytica Research, 

2019). Data-driven organizations react to the importance of and value-added through data 

labeling for their AI-based systems, as suggested by the acquisition of mighty AI by Uber 

(Soper, 2019). However, we suggest that current data labeling practices–i.e., hiring cheap 

labor to perform labeling tasks, e.g., through crowd-based platform (Murali, 2019)–threaten 

the quality of AI-based recommendations in expert systems, as the algorithms output will only 

be as good as the data that is provided. 

Hence, the quality of data that is fed into an AI-algorithms is of utmost importance, as it 

largely defines whether or not the user trusts the algorithm’s recommendation (W. Wang & 

Benbasat, 2016). Generally speaking, data quality includes many different aspects of issues; 

for example, completeness, accuracy, consistency, timeliness, duplication, validity, 

availability and provenance (Burt, Leong, & Shirrell, 2018). While data quality is a broad 

term that has been researched extensively (Strong, Lee, & Wang, 1997; Wand & Wang, 1996; 

R. Y. Wang & Strong, 1996), we suggest that in the context of data labeling understanding 

data provenance is increasingly important. Data provenance is one aspect of data quality (Burt 

et al., 2018) that describes the data process flow in order to provide credibility and 

trustworthiness of data (Alkhalil & Ramadan, 2017). Data provenance is defined “as a record 

that describes the people, institutions, entities, and activities involved in producing, 

influencing, or delivering a piece of data” (Belhajjame et al., 2013). Consequently, the data–

and its processing–an AI algorithm relies on is made transparent. The quality of data that is 

used by an algorithm influences the quality of its recommendations (Stvilia, Gasser, Twidale, 

& Smith, 2007). Relying on incorrect recommendations can have disastrous effects, such as 

the incorrect treatment of a patient in healthcare (Holzinger, Langs, Denk, Zatloukal, & 

Müller, 2019), or the unjust sentence of a person in the legal system (FRA, 2019). Hence, we 

need to better understand the effect of data provenance toward the effective use of AI 

algorithms. 
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Hence, this seminar seeks to understand the effect of artificial intelligence toward user 

behavior, as well as the influence of data labelling and data quality. 

In this seminar, students will learn to identify, plan and conduct their own research project. 

The projects will use secondary data in order to answer their developed research questions. 

Given the explosion of information in today’s society, the ability to extract, transform and 

analyze data from secondary data sources is an important business skill in our knowledge 

society. While different types of data collection method exist, this seminar focuses on the use 

of secondary data in order assure data access for later analysis. 

Fundamentals on Scientific Work 

The students learn the fundamentals of scientific work via the Flipped Classroom on 

Scientific Work. A separate registration (and preparation) is necessary:  

• https://www.ilias.uni-koeln.de/ilias/goto_uk_fold_2445676.html  

Students are exempted if they have already attended the classroom session of the Flipped 

Classroom on Scientific Work in the context of another course. If this is the case, students 

should contact werder@wiso.uni-koeln.de beforehand providing the course name and 

semester, in which the classroom session on scientific work has been accomplished. 

For more information please visit: 

• http://www.wirtschaftsinformatik.uni-koeln.de/en/teaching/flipped-classroom-on-

scientific-work/  

Activities 

The seminar work consists of five main phases: 

1. The students acquire the basics of conducting scientific work via the Flipped 

Classroom.  

2. The students learn the fundamentals concerning AI research in IS and secondary data 

collection and analysis. 

3. The students plan their seminar project and develop a study protocol that is submitted 

and discussed. 

4. The improved study protocol guides the student to collect their data and assists them 

in their analysis. Hence, relevant data sources are identified, data is collected and 

processed in order to develop a key deliverable of the seminar project.  

5. The seminar project is documented in a seminar paper.  

Timeline 

• 06 April 2020, 11:00-17:00: Classroom session on Scientific Work  

(not necessary if you have attended before) 

• 07 April 2020, 09:00-10:00: Kick-off (Introduction to Seminar; Organization) 

• 14. April 2020, 09:00-11:00: Discussing AI-System Characteristics 

• 21. April 2020, 09:00-11:00: Discussing Algorithm Aversion 

• 28. April 2020, 09:00-11:00: Discussing Explainable AI 

• 12 May 2020, 09:00-10:30 & 11:00-12:30: Study protocols: Discussions and feedback 

• 7 July 2020, Submission of final seminar paper   

https://www.ilias.uni-koeln.de/ilias/goto_uk_fold_2445676.html
mailto:werder@wiso.uni-koeln.de
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Date Video Lecture Student Assignment 1 Student Assignment 2 Student Assignment 3 Online Meeting 

06.04 Online session on Scientific Work  

(not necessary if you have attended before) 

11:00-17:00 

07.04 Kick-off; research gaps and 

secondary data; types of analysis; 

how to write a review 

 09:00-11:00 

14.04 AI-System characteristics: 

Machine Behavior (Rahwan et 

al., 2019) 

Paper on FaccT (Lepri, 

Oliver, Letouzé, Pentland, & 

Vinck, 2018) 

Paper on FaccT (Shin & 

Park, 2019)  

Paper on FaccT (W. Wang 

& Benbasat, 2016)  

09:00-11:00 

21.04 Algorithm Aversion: 

Overcoming Algorithm Aversion 

(Dietvorst, Simmons, & Massey, 

2018) 

Paper Algorithm Aversion 

(Castelo, Bos, & Lehmann, 

2019)  

Paper Algorithm 

Aversion (Dietvorst, 

Simmons, & Massey, 

2015)  

Paper Algorithm Aversion 

(Logg, Minson, & Moore, 

2019)  

09:00-11:00 

28.04 Explainable AI: 

AI Next Campaign (Defense 

Advanced Research Project 

Agency, 2018) 

Paper on Explainable AI 

(Adadi & Berrada, 2018) 

Paper on Explainable AI 

(Guidotti et al., 2018) 

Paper on Explainable AI 

(Pedreschi et al., 2019) 

09:00-11:00 

12.05 Key issues protocols Review 3 study protocols and prepare questions 09:00-10:30 & 

11:00-12:30 

07.07 - Submission of final seminar thesis EOD 
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Course Grading 

The course grading is threefold:  

• Paper Summary (20%) - you are expected to write a clear and concise one-page 

summary of the article that has been assigned to you. In addition, you are expected to 

read two more papers within your topic domain, so that you can lead an online 

discussion. You are expected to read the summary articles or the papers of the 

additional topic domains within this course, so that you can participate in online 

discussions. 

• Study Protocol (30%) - you are expected to develop and write a study protocol (3-5 

pages). You will also be assigned two study protocols of your peers that you review, 

so that you can lead and contribute to online discussions. 

• Seminar paper (50%) - departing from your initial study protocol and the feedback 

received, you are expected to hand in a seminar research paper. This work contains (1) 

a clear and concise introduction that motivates the research, (2) a review of the state-

of-the-literature, defining central terms, (3) document your research approach in a 

transparent, yet concise way, (4) present and discuss your developed results and (5) 

give an outlook toward future research needs. 
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