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Responsible Artificial Intelligence: Data-driven Biases vs Algorithmic Biases 

 

As evidence-based decision-making aided by data-driven artificial intelligence (AI) algorithms 

becomes increasingly common across all sectors of the economy, there is a growing concern 

among users about whether such algorithms are developed and implemented in a responsible 

manner. Responsible AI has four aspects: fairness, accountability, transparency, and 

explainability (FATE). Prior reports already provide a glimpse into the disastrous effects of 

inaccurate and bias-laden AI recommendations in high-stakes applications, with examples from 

the healthcare and legal domains including incorrect patient treatment, wrongful arrest (Hill, 

2020) and unjust criminal sentencing (Holzinger et al., 2019). The heightened awareness to 

concerns raised in recent movements for social justice has resulted in calls from professional 

associations (ACM U.S. Technology Policy Committee, 2020) and researchers (Coalition for 

Critical Technology, 2020) for developing approaches that help establish responsible AI. 

Motivated by these concerns, this research seminar examines how careful consideration of 

provenance can help enhance the quality of the data and hence the quality of the AI-generated 

recommendations.  

Rapid innovations in data-generating technologies, such as sensors, social media, and mobile 

devices, have exacerbated the problems resulting from poor data quality in responsible AI 

systems. These technologies offer an unprecedented quantity and variety of data. While most 

applications have benefitted from the explosive growth in data availability (in terms of volume, 

variety, velocity, veracity, etc.), limited attention is paid to data quality (Meng, 2018) thereby 

undermining the quality of recommendations that are generated using such data. Recent studies 

have shown that AI algorithms may produce seemingly correct recommendations despite being 

based on poor data inputs (Kelly et al., 2019). For example, an algorithm used for 

recommending cancer treatments might learn patterns from scars, medical device implants, or 

marks on scans that were accidentally left by radiologists instead of learning from underlying 

tumor patterns. Due to unbalanced training data, AI algorithms have recommended new hires 

based on candidates’ gender instead of their capabilities (Dastin, 2018). We argue that data 

provenance—a record that describes the origins and processing of data (Belhajjame et al., 

2013)—can help assess the FATE of recommendations provided by AI algorithms and thus 

instill trust in them. Trust is enhanced by the ability to describe and follow the life of data (i.e., 
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its origins, processing, and use) in both forward and backward directions (Davidson & Roy, 

2017). The importance of data provenance has been long recognized (Buneman et al., 2001) in 

the pharmaceutical, food, and fashion industries, as it helps establish a product’s origins and 

thus influences consumers’ decisions about whether to purchase and use the product. Hence, 

this seminar seeks to understand the role of provenance in the relationship between data-driven 

and algorithmic biases toward responsible AI. 

In this seminar, students will learn to identify, plan and conduct their own research project. The 

projects are likely to use secondary data in order to answer their developed research questions. 

Given the explosion of information in today’s society, the ability to extract, transform and 

analyze data from secondary data sources is an important business skill in our knowledge 

society. While different types of data collection method sexist, this seminar focuses on the use 

of secondary data for reasons of data access during later analysis. 

Fundamentals on Scientific Work 

The students learn the fundamentals of scientific work via the Flipped Classroom on Scientific 

Work. A separate registration (and preparation) is necessary:  

• https://www.ilias.uni-koeln.de/ilias/goto_uk_fold_2445676.html  

Students are exempted if they have already attended the classroom session of the Flipped 

Classroom on Scientific Work in the context of another course. If this is the case, students 

should contact werder@wiso.uni-koeln.de beforehand providing the course name and 

semester, in which the classroom session on scientific work has been accomplished. 

For more information please visit: 

• https://wirtschaftsinformatik.uni-koeln.de/en/studies/theses/scientific-work 

Activities 

The seminar work consists of five main phases: 

1. The students acquire the basics of conducting scientific work via the Flipped 

Classroom.  

2. The students learn the fundamentals concerning responsible AI research and 

secondary data collection and analysis. 

3. The students plan their seminar project and develop a study protocol that is submitted 

and discussed. 

4. The improved study protocol guides the student to collect their data and assists them 

in their analysis. Hence, relevant data sources are identified, data is collected and 

processed in order to develop a key deliverable of the seminar project.  

5. The seminar project is documented in a seminar paper.  

Timeline 

• 06. April 2021, 10:00-17:00: Classroom session on Scientific Work  

(not necessary if you have attended before) 

• 13. April 2021, 09:00-11:00: Kick-off (Introduction to Seminar; Organization) 

• 20. April 2021, 09:00-11:00: Discussing Responsible AI 

• 27. April 2021, 09:00-11:00: Discussing Data Provenance 

• 4. May 2021, 09:00-11:00: Discussing Data-driven and algorithmic biases 
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• 18. May 2021, 09:00-10:30 & 11:00-12:30 & 13:00-14:30: Study protocols: 

Discussions and feedback OR 15 June 2021, 09:00-16:00: Presentation and discussion 

of preliminary results. 

• 13. July 2021, Submission of final seminar paper 

NOTE: At the point of writing, I cannot say whether we are able and allowed to meet in 

person. The current plan facilitates both, an entire virtual experience or a hybrid mode where 

we meet in person in June in a sufficiently large lecture hall. I trust that we will have clarity 

about this as the course starts. I will keep registered students informed via ILIAS. 
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Date Video Lecture Student Assignment 1 Student Assignment 2 Student Assignment 3 Meeting 

06.04 Online session on Scientific Work  

(not necessary if you have attended before) 

Online  

10:00-17:00 

13.04 Kick-off; research gaps and 

secondary data; types of 

analysis; how to write a 

review 

(Werder et al., 2021) Online  

09:00-11:00 

20.04 Responsible AI: 

(Canca, 2020) 

(Johnson, 2015) Chapter 5 (Dignum, 

2019) 

(Shin & Park, 2019) Online  

09:00-11:00 

27.04 Data Provenance: 

(Buneman & Davidson, 

2013) 

(Simmhan et al., 2005) (Liang et al., 2017) (Robinson et al., 2019) Online  

09:00-11:00 

04.05 Data-driven & algorithmic 

biases: 

(Sadiq et al., 2011) 

(Lambrecht & Tucker, 

2019) 

(FRA, 2019) (Adomavicius et al., 2019) Online  

09:00-11:00 

18.05 

 

 

OR 

15.06 

Key issues protocols Review 3 study protocols and prepare questions 

 

 

OR 

Review 3 short paper and prepare questions 

Online  

09:00-10:30 & 

11:00-12:30 &  

13:00- 14:30 

OR 

Lecture hall 

HSXXIV 

13.07 - Submission of final seminar thesis EOD 
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Course Grading 

The course grading is threefold:  

• Paper Summary (20%) - you are expected to write a clear and concise one-page 

summary of the article that has been assigned to you. In addition, you are expected to 

read two more papers within your topic domain, so that you can lead an online 

discussion. You are expected to read the summary articles or the papers of the 

additional topic domains within this course, so that you can participate in online 

discussions. 

• Study Protocol OR Short Paper (30%) – Given the current you are expected to 

develop and write a study protocol (3-5 pages). You will also be assigned two study 

protocols/short paper of your peers that you review, so that you can lead and 

contribute to online discussions. In the case of short paper presentation, you are 

expected to develop and present your (preliminary) results (approximately 10 min). 

• Seminar paper (50%) - departing from your initial study protocol and the feedback 

received on your preliminary results, you are expected to hand in a seminar research 

paper. This work contains (1) a clear and concise introduction that motivates the 

research, (2) a review of the state-of-the-literature, defining central terms, (3) 

document your research approach in a transparent, yet concise way, (4) present and 

discuss your developed results and (5) give an outlook toward future research needs. 
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