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Biases in Artificial Intelligence Development 
 
Artificial intelligence (AI) systems are on the rise and often outperform highly skilled 
professionals in certain fields such as radiology (Hosny et al., 2018; Killock, 2020). Hence, it 
is not surprising that AI systems are also widely adopted by businesses (Brynjolfsson & 
Mitchell, 2017), such as smart brokers (Pozen & Ruane, 2019), virtual assistants (Campagna et 
al., 2017), and conversational agents (Diederich et al., 2022), giving rise to new entrepreneurial 
ventures (Blohm et al., 2022; Chalmers et al., 2021), driving the automation of organizational 
processes, and augmenting existing products and services (Burton et al., 2020).  
However, there is increasing recognition that AI systems often make mistakes (Reardon, 2019) 
and may inherently be biased for several reasons (Roselli et al., 2019). For example, Amazon’s 
recruitment tool discriminated against women applicants (Dastin, 2018). Another example is 
facial recognition technology, which is often used for security purposes and predictive policing. 
In January 2020, police arrested Robert Williams and put him into the Detroit Detention Center 
only to realize later that the system had mistakenly identified him as a criminal because of his 
ethnicity (Williams, 2020). These examples show how AI systems exhibit gender, racial, and 
other social biases. 
It is tempting to believe that this issue can be solved by removing the variables associated with 
biases, such as gender and race, from the data used to train AI systems. However, recent work 
suggests that this is not that simple (Mehrabi et al., 2021). For example, Amazon reprogrammed 
the system to ignore gendered words, such as “women’s” (Hao, 2019). It was soon discovered 
that systems were still picking up on words that were highly correlated with women (Alexander, 
2022) and then using these to make recommendations. This suggests a more fundamental 
issue—biases may originate from any area of AI development (Bosch et al., 2021), including 
data quality management, design methods and process, model performance, and deployment 
and compliance, through the developers involved; as a result, these are incorporated into the AI 
system under development (Ozkaya, 2020), an observation that the mirroring hypothesis can 
explain (Colfer & Baldwin, 2016), suggesting that social ties correspond to technical 
dependencies during development. Hence, this seminar will revolve around the role of biases 
in AI development. 
In this seminar, students will learn to identify, plan and conduct their own research project. The 
projects are likely to use secondary data in order to answer their developed research questions. 
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Given the explosion of information in today’s society, the ability to extract, transform and 
analyze data from secondary data sources is an important business skill in our knowledge 
society. While different types of data collection method exist, this seminar focuses on the use 
of secondary data for reasons of data access during later analysis. 

Fundamentals on Scientific Work 
The students learn the fundamentals of scientific work via the Flipped Classroom on Scientific 
Work. A separate registration (and preparation) is necessary:  

• https://www.ilias.uni-koeln.de/ilias/goto_uk_fold_2445676.html  
Students are exempted if they have already attended the classroom session of the Flipped 
Classroom on Scientific Work in the context of another course. If this is the case, students 
should contact werder@wiso.uni-koeln.de beforehand providing the course name and 
semester, in which the classroom session on scientific work has been accomplished. 
For more information please visit: 

• https://wirtschaftsinformatik.uni-koeln.de/en/studies/theses/scientific-work 

Activities 
The seminar work consists of five main phases: 

1. The students acquire the basics of conducting scientific work via the Flipped 
Classroom.  

2. The students learn the fundamentals concerning responsible AI research and 
secondary data collection and analysis. 

3. The students plan their seminar project and develop a study protocol that is submitted 
and discussed. 

4. The improved study protocol guides the student to collect their data and assists them 
in their analysis. Hence, relevant data sources are identified, data is collected and 
processed in order to develop a key deliverable of the seminar project.  

5. The seminar project is documented in a seminar paper.  

Timeline 
• Virtual: Classroom session on Scientific Work  

(not necessary if you have attended before; online materials available in ILIAS) 
• 03. April 2023, 16:00-18:00: Kick-off (Introduction to Seminar; Organization) -  
• 11. April 2023, 16:00-18:00: Discussing on Topic 1 
• 17. April 2023, 16:00-18:00: Discussing on Topic 2 
• 24. April 2023, 16:00-18:00: Discussing on Topic 3 
• 19. May 2023, 09:00- 17:00: Study protocols: Discussions and feedback 
• 07. July 2023, 09:00- 17:00: Seminar project: Discussions and feedback 
• 16. July 2023, Submission of final seminar paper 

 

Room: 
•  411 Seminarraum S310 (Pohlighaus, EG) 
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NOTE: At the point of writing, I am planning that we hold these sessions in presence, as is the 
current plan of the faculty. However, given the unpredictable evolution of the pandemic, we 
may have to fall back to online sessions if infection numbers get out of hand. I will keep 
registered students informed via ILIAS. 
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Table 1 - Seminar schedule and mandatory readings 

Date Video Lecture Student Assignment 1 Student Assignment 2 Student Assignment 3 Meeting 

TBA Online session on Scientific Work  
(not necessary if you have attended before; online materials available in ILIAS) 

TBA 

03.04 Kick-off; research gaps and 
secondary data; types of 
analysis; how to write a 
review 

 Seminarraum 
S310 
16:00-18:00 

11.04 AI Development (Ozkaya, 
2020) 

(Bosch et al., 2021) (Giray, 2021) (Martínez-Fernández et 
al., 2022) 

Seminarraum 
S310 
16:00-18:00 

17.04 Social Biases  (Alexander, 2022) (Wang & Redmiles, 
2019) 

(Lambrecht & Tucker, 
2019) 

Seminarraum 
S310 
16:00-18:00 

24.04 Technical Biases (Mehrabi et al., 2021) (Werder et al., 2022) (Fu et al., 2020) Seminarraum 
S310 
16:00-18:00 

09.05 Key issues protocols Review 3 study protocols and prepare questions Seminarraum 
S310 
09:00-17:00 

07.07 Key issues study Prepare study presentation Seminarraum 
S310 
09:00-17:00 

16.07 - Submission of final seminar thesis EOD 
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Course Grading 
The course grading is threefold:  

• Paper Summary and Discussion (10%) - you are expected to present a clear and 
concise summary of the article that has been assigned to you. In addition, you are 
expected to read the mandatory literature for each session so that you can participate 
in the discussions. You are expected to lead the discussion for the papers within your 
topic that you are not presenting.  

• Study Protocol and Discussion (20%) – Given the current you are expected to 
develop and write a study protocol (3-5 pages). You are expected to develop and 
present your study proposal (approximately 10 min). You will also be assigned two 
study protocols of your peers that you review, so that you can lead and contribute to 
the discussions.  

• Final Presentation (10%) – The 10-minute presentation should convey central parts 
of your research project such as research problem and question, method, results, and 
contribution to research and practice. Assessment in accordance with organization of 
content, oral, and overall presentation.  

• Seminar Paper (60%) - departing from your initial study protocol and the feedback 
received on your preliminary results, you are expected to hand in a seminar research 
paper. This work contains (1) a clear and concise introduction that motivates the 
research, (2) a review of the state-of-the-literature, defining central terms, (3) 
document your research approach in a transparent, yet concise way, (4) present and 
discuss your developed results and (5) give an outlook toward future research needs. 
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